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I. INTRODUCTION

Reliable predictions of parameters in the plasma boundary are crucial for the design of next-step devices such as the International Thermonuclear Experimental Reactor (ITER) and advanced compact tokamaks such as the National Spherical Torus Experiment. It is essential that the codes used for this task be benchmarked against experimental data. Spectroscopic data are ideal for this comparison since they are obtained without perturbations. In this paper, we use the DEGAS Monte Carlo neutral transport code to simulate the spectrum of Balmer-α emissions as measured by a Fabry–Perot interferometer in the Tokamak Fusion Test Reactor (TFTR). The Doppler-shifted spectrum provides direct information about the velocity distribution of hydrogen atoms which determines the penetration of recycled hydrogen to the last-closed flux surface and the fuelling of the plasma core. Hence, the Balmer-α spectrum forms an ideal basis for benchmarking a kinetic code such as DEGAS.

This approach has been used for some time to investigate edge physics and validate models thereof. The impact of detachment and changes in edge temperature on the Balmer-α spectra has been examined in the Tokamak Experiment for Technology Oriented Research (TEXTOR). Later work by the same group was focused on benchmarking atomic and surface physics data in the Monte Carlo neutral transport code EIRENE against the measured spectrum. Fielding et al. compared spectra in gas puffing discharges on DITE with spectra from recycling. Modeling results predicted fewer low energy atoms than measured, leading them to suggest that the published atomic physics rate coefficients needed improvement.

This paper evaluates the applicability of atomic and surface physics data in the DEGAS code to the high temperature plasmas near the TFTR limiter. It builds upon previous work in which DEGAS has been used to simulate the spatial variation of Balmer-α emissions in TFTR, and a wide variety of other devices, including Wendelstein 7-AS (W7-AS). a)
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The Balmer-α line of hydrogen results from the radiative decay of the electron from the principal quantum state n = 3 to n = 2. The n = 3 excited atoms typically arise from direct electron excitation of ground state neutral hydrogen atoms. The resulting photons are Doppler shifted according to the velocity of the atoms. Hence, the Balmer-α spectrum represents the velocity distribution of the emitting atoms.

Since the edge density is insufficient to thermalize the velocity distribution, the contributions of the various reaction pathways that generate hydrogen atoms may be associated with different wavelength regions (velocities) in the spectral profile. For example, atoms arising from the dissociation of H2 molecules have an energy in the range 0.2–7.8 eV. Hydrogen atoms can also be sputtered from the surface material by incident ions and atoms of all species. These sputtered atoms have energies which are comparable to the surface binding energy; for the cases examined in this paper, the sputtered distribution peaks near 7 eV. Some atoms are the result of the reflection of ions off of the limiter and have energies

\[ E_{\text{refl}} = R_F (E_i + \phi_{\text{sh}}), \]  

where \( R_F \) is the fraction of the incident energy retained by the reflected atom (a function of the surface material and incident velocity), \( E_i \) is the ion energy, on the order of the local \( T_i \), and \( \phi_{\text{sh}} \) is the sheath potential, taken to be 3\( T_e \). Atoms resulting from charge exchange have a much higher energy, similar to that of the ion energy distribution in the plasma edge.

Alternatively, Balmer-α photons can arise directly from the dissociation of \( \text{H}_2 \) into \( \text{H}^0 \) product atoms. Because the energetics of these reactions are not the same as those of the more predominant processes which yield only ground state atoms, the resulting contributions to the spectrum are different from those due to ground state dissociation products.
The tritium capability of TFTR provides an opportunity to examine the physics of these processes with all three hydrogen isotopes. In this paper, the symbol "H" will be used mostly to refer to a generic hydrogen isotope; the occasions on which it refers to the lightest isotope will be clear from context.

In this paper, we compare the hydrogen velocity distribution predicted by the neutral transport code DEGAS to spectral measurements of the Doppler-broadened Balmer-α line profile. The paper is organized as follows. In Sec. II, the TFTR device and Fabry–Perot diagnostic are briefly described. The DEGAS code and the modifications made to it for the purpose of simulating the Hα spectrum are presented in Sec. III. In Sec. IV, the results of the simulations are described; sensitivity tests will be considered here as well. An alternative model for the dissociation of H₂ which can provide closer agreement with the experimental data is presented in Sec. V. Finally, our conclusions are given in Sec. VI.

II. MEASUREMENTS OF BALMER-α SPECTRUM IN TFTR

In this section we describe the experimental measurements of the Balmer-α line profile on TFTR. The TFTR plasma has a major radius that is typically between 245 and 262 cm and a circular cross section with minor radius in the range 80–90 cm. The plasma boundary is defined by an inner toroidal limiter composed of carbon composite tiles in the high heat flux regions and graphite tiles elsewhere, both supported by cooled inconel-718 backing plates.

Photons emitted from TFTR are collected by a telescope and transferred via a 1 mm fiber optic cable to a remote Fabry–Perot interferometer, which analyzes the spectrum. The telescope views a region on the TFTR inner limiter 20 cm in diameter at the midplane. The Zeeman effect splits the Hα lines into an unshifted π component, polarized parallel to the field direction, and two σ components polarized perpendicular to the field. A polarizing filter is placed in front of the telescope lens and oriented to transmit only the unshifted π component. Fifty meters distant from the torus the light exits the fiber optic, is recollimated and input to an optical filter with 10 Å bandpass at 6561 Å, which transmits the Hα emission lines.

To resolve the individual spectral lines, the light emerging from the filter is refocused into a short optical fiber and input to a Fabry–Perot interferometer. The free spectral range of the Fabry–Perot is 7 Å, and its resolution is 0.23 Å. The Fabry–Perot repetitively scans over the wavelength region. An electronic controller maintains constant Fabry–Perot cavity separation and optimal alignment.

Since the line profile is scanned in time, the line shape is sensitive to time-dependent changes in the overall emission. A beam splitter intercepts a fraction of the light entering the Fabry–Perot and reflects it via another optical fiber to a second photomultiplier with a second 10 Å bandpass interference filter centered at the Dα wavelength. In this way the total Hα + Dα + Tα emission from the plasma region is recorded and can be used to normalize the line profile and remove the effects of fluctuations.

Figure 1 shows two experimental spectra, one with only hydrogen and deuterium, and one from a similar discharge with all three isotopes: hydrogen, deuterium and tritium. The rest wavelengths of Hα, Dα and Tα are 6562.80, 6561.04, and 6560.45 Å.

The relatively high tritium fraction in Fig. 1(b) is the result of strong tritium gas puffing into the discharge in a campaign to study the isotope scaling of low-confinement mode (L-mode) plasmas. While the peaks are resolved, the line wings are blended. Since the densities are insufficient to thermalize the atomic velocity distribution, the profiles are not Gaussian. Wavelengths shorter than the rest wavelength (to the right of the line center in Fig. 1) correspond to atoms with velocities directed away from the inner limiter and into the plasma. Emissions on the long wavelength side originate from atoms moving toward the limiter; some atoms impinge on the limiter without being excited. This causes an erosion of the long wavelength wing relative to the short wavelength side. Additionally, sputtered atoms contribute only to the short wavelength wing so that the line profile is asymmetric. As indicated by the energy scale in Fig. 1(a), neutral hydrogen atom energies are predominantly in the range 1–5 eV. The corresponding velocities, at 5 eV for example, are 3.1×10⁶ cm/s for H, 2.2×10⁶ cm/s for D, and 1.8×10⁶ cm/s for T.

The tritium capability of TFTR has provided an important opportunity to compare the velocity distribution of tritium and deuterium. To first order, one expects the tritium velocity to be lower by a factor (2/3)¹/² due to the mass difference. However, there are possibly other differences. During dissociation, the lower velocity of the tritium atoms...
can influence the pathways of molecular breakup. For example, Higo\textsuperscript{29} found evidence for isotope effects originating from the different Frank–Condon region widths, nuclear masses, and curve crossing probabilities. In addition, since the tritium neutrals are moving more slowly than those of deuterium they will experience, on average, a different plasma environment.

In order to highlight variations in the line profiles beyond the mass scaling we have analyzed the line profiles of Fig. 1. The deuterium contribution in the #88484 profile [Fig. 1(b)] must be subtracted in order to uncover the tritium profile. To estimate the deuterium contribution we fit the composite line profile to six trial Gaussians, two for each isotope plus a first order background. The number of free parameters is reduced from 20 to 8 by using the known wavelength differences and the mass scaling factor. The fitting shows a composition of 8\% H, 38\% D and 54\% T. Discharge #88638, with deuterium puffing, has the same plasma current, major radius, as well as similar rf heating power and electron density. We scale the deuterium spectral profile from discharge #88638 [Fig. 1(a)] to correspond to 38\% of #88949 and subtract it, yielding a profile representing the T\(_a\) line alone. The wavelength scale of this profile is then multiplied by a factor \((3/2)^{1/2}\). Figure 2 shows this profile together with the deuterium profile from Fig. 1(a). Differences in the velocity distribution beyond the mass scaling factor should show up as differences between the spectral line shapes. It can be seen that the profiles are very similar. There is a trace of hydrogen present in one profile, otherwise isotopic differences beyond the \((3/2)^{1/2}\) factor are too small to resolve. In DEGAS, the mass scaling factor is used in calculating the velocities of the different hydrogen isotopes, all the other atomic data are taken to be independent of isotopic species.

### III. DEGAS SIMULATIONS

DEGAS\textsuperscript{3,4} is a three-dimensional Monte Carlo neutral gas transport code. The geometry and plasma conditions of the experiment are specified as input, then neutral atoms and molecules are followed in a Monte Carlo fashion as they undergo ionization, charge exchange, dissociation, and surface interactions. The result is, in effect, a numerical solution of the Boltzmann equation for the neutral distribution function.

#### A. TFTR geometry and plasma parameters

In this work, toroidal symmetry is assumed. Hence, two-dimensional data are input and output, although neutral tracking is still done in three dimensions. Up–down symmetry is assumed; only the upper half of the plasma is simulated.

The computational mesh is based upon the magnetics data for the TFTR shot of interest. Namely, the TRANSP\textsuperscript{30} plasma analysis code computes a two-dimensional magnetic equilibrium from these data; the flux surface shapes inside the last-closed flux surface (LCFS) are given in terms of moments of \(\cos \theta\) and \(\sin \theta\), where \(\theta\) is a poloidal angle. A code which serves as a preprocessor to DEGAS obtains these moments from the TRANSP database and reconstructs the flux surface shapes. It then subdivides the surfaces in the poloidal direction at a set of convenient angles. Finally, this mesh is linearly extrapolated out to the material boundaries which are specified using detailed information about the limiter and vacuum vessel hardware. A typical geometry is shown in Fig. 3.

TRANSP models the time evolution of the plasma parameters using measurements as input. Typically these include time-dependent profiles of the electron density, electron and impurity (generally carbon) temperatures, and impurity toroidal velocity. The \(Z_{\text{eff}}\) is inferred from visible bremsstrahlung observations. When available, profiles of the safety factor or of the pitch angle can be provided as well. Within the LCFS, we take the plasma densities and temperatures directly from TRANSP. However, TRANSP does not simulate the scrape-off layer, and there are no density or temperature measurements available for this region. As is described in Ref. 20, an exponential fall-off is assumed for the plasma density and temperature outside of the LCFS; their length scales are taken to be the same, \(\lambda_r = \lambda_T = \Lambda\).

The flux of H\(^+\) to the limiter is given by

\[ \Phi(r) = \frac{1}{S} \int \frac{n_e}{\sqrt{2 \pi m_e T_e}} \int dE \frac{1}{\sqrt{2 \pi m_i T_i}} \int dE' \left[ \frac{dN}{dE} \frac{dN}{dE'} \right] \]

where \(S\) is the area of the limiter, \(n_e\) and \(T_e\) are the electron density and temperature, \(m_e\) and \(T_i\) are the mass and temperature of the impurity, and \(dN/dE\) and \(dN/dE'\) are the ionization and charge exchange cross sections.
\[ \Gamma_{H^+} = a n_{H^+} C_s \sin(\theta + \gamma), \]  

where \( n_{H^+} \) is the \( H^+ \) density, \( C_s \) is the sound speed (\( n_{H^+} \) and \( C_s \) are evaluated just in front of the limiter), and \( \theta \) is the field line angle of incidence in the poloidal plane. The parameter \( \gamma \) is an additional "filling factor" incorporated to account for perpendicular transport effects which give rise to nonzero emissions observed near midplane where \( \theta \to 0 \). The constant \( a \) is included to indicate that the total current to the limiter (summed over species) can be set arbitrarily since the neutral transport problem being solved is linear.

Experimental \( H_a \) measurements are made along five chords at various heights on the inner limiter. Choroidal integrals of the DEGAS simulated emissions are computed along a more closely spaced set of chords (Fig. 3) and compared with these data. The two adjustable scrape-off layer parameters \( \Lambda \) and \( \gamma \) are varied to optimize the match between observed and simulated emissions. The value of the parameter \( \alpha \) in Eq. (2) is derived from the measured absolute intensity of the \( H_a \) emissions.

### B. Surface physics

The sputtering of hydrogen isotopes from the graphite limiter by incident carbon and hydrogen provides a significant particle source for TFTR plasmas with yields comparable to the expected particle reflection coefficients. Furthermore, these sputtered atoms have an energy distribution significantly different from those resulting from reflection or desorption.

To estimate the sputtering yields and reflection coefficients, the VFTRIM3D code is used. VFTRIM3D, based on the TRIM code,\textsuperscript{32} utilizes a Monte Carlo model to simulate binary collisions within a solid. It tracks the cascade of atoms generated by an incident atom until they leave the surface (sputter or reflect) or lose enough energy that they cannot escape. VFTRIM3D\textsuperscript{323} extends the TRIM concept to treat rough surfaces that are prescribed by a fractal model, with the fractal dimension varying to best match the roughness of the actual experimental surface.

Sputtering yields \( Y_{j\to i} \) (the number of atoms of species \( j \) sputtered as a result of one incident atom of species \( i \)) and reflection coefficients \( R_i \) are generated for four species: H, D, T, and C, incident at four energies: 100, 500, 1000, and 3000 eV, on graphite saturated with deuterium (4 atoms of deuterium for every 10 carbon atoms). An incident polar angle of 45 degrees is assumed for all cases, based on previous investigations by Hua and Brooks.\textsuperscript{34}

The inclusion of carbon sputtering is critical since the yields due to incident carbon are much larger than those resulting from the hydrogen species. To simulate carbon directly in DEGAS would require density profiles and limiter fluxes for each carbon charge state, but these experimental data are not currently available. Instead, the carbon sputtering yield is combined with that of deuterium to form an effective yield

\[
\Gamma_{D,\text{sput}} = \Gamma_{D,\text{in}} \left( Y_{D\to D} + \frac{Y_{C,\text{in}}}{\Gamma_{D,\text{in}}} \Gamma_{C,\text{in}} \right),
\]

where \( \Gamma \) is the particle flux. The subscript "in" denotes incident; "sput," sputtering. The ratio \( \Gamma_{C,\text{in}} / \Gamma_{D,\text{in}} \) is treated as an adjustable parameter. Values of order unity are expected from \( Z_{\text{eff}} \) measurements. For the present work \( \Gamma_{C,\text{in}} / \Gamma_{D,\text{in}} = 0.5 \) provides the best match with the experimental \( H_a \) spectrum.

Figure 4(a) shows the deuterium reflection coefficient and sputtering yields of deuterium as calculated by VFTRIM3D due to incident deuterium and carbon as a function of incident energy. The reflection probability falls with increasing energy; that is, it becomes more likely that the projectile energy will be transferred to the target (lattice) atoms. Sputtering occurs when these atoms absorb sufficient energy to reach and escape the surface.

A list of \( \sim 1000 \) random velocity vectors is generated from the VFTRIM3D flights for each process, incident energy, and species combination. These lists are read into DEGAS at the start of a simulation. When a reflection or sputtering occurs, the next vector is taken from the appropriate list and used to specify the particle velocity.

Figure 4(b) shows the energy distribution of sputtered deuterium resulting from incident carbon and deuterium. The distributions have been normalized to emphasize the relative insensitivity to the incident energy. Analytically, the energy distribution of sputtered atoms is often taken to be a Thompson distribution\textsuperscript{35,36}

\[
\frac{dY}{dE} \propto \frac{E}{(E + E_0)^3},
\]
where $E$ is the sputtered energy and $E_s$ is the surface binding energy of the material. This distribution is explicitly independent of the incident energy.

The VFTRIM3D simulated distributions differ in general from those of Eq. (4). In these VFTRIM3D calculations, the binding energy for carbon is 7.4 eV; the peak of the Thompson energy distribution is at 3.7 eV. However, deuterium atoms heading out of the material lose energy to the lattice atoms inefficiently (compared with carbon) as a consequence of the scaling of the maximum binary collision transfer energy with mass (see, for example, Ref. 37):

$$\frac{\Delta E}{E_{in}} = \frac{4m_pm_I}{(m_I+m_p)^2},$$  \hspace{1cm} (5)

where $m_p$ and $m_I$ are the projectile and target masses. Thus, deuterium atoms leave the surface with a higher energy [peaking at 7 eV in Fig. 4(b)] than one would expect based on Eq. (4).

The average sputtered energy increases \(^{35,36}\) from 11 eV at $E_{in,D}=100$ eV to 40 eV at $E_{in,D}=3000$ eV as a result of contributions from tail atoms with energies much greater than the peak energy of 7 eV [Eq. (5) indicates that up to ~0.5 of an incident carbon’s energy can be transferred to a sputtered deuterium atom]. Such atoms are too few in number and at too high an energy to be apparent in Fig. 4(b).

The average reflected energy $E_{refl,D}$ of a deuterium atom rises linearly with incident energy $E_{in,D}$; for these VFTRIM3D runs

$$E_{refl,D}=0.4E_{in,D}.$$  \hspace{1cm} (6)

This is again a consequence of Eq. (5).

We take advantage of Eq. (6) to map continuous values of $E_{in}$ on to the four discrete incident energies in our model. The reflected velocity vectors from VFTRIM3D do a poor job of simulating low energy ($E_{in,D}<100$ eV) reflections. In order to improve the DEGAS model, the energies associated with the random velocity vectors are rescaled according to

$$E_{refl,i} = E_{in,i} \left( \frac{E_{refl,i}^k}{E_{in}} \right),$$  \hspace{1cm} (7)

where $E_{in,i}$ and $E_{refl,i}$ are the incident and reflected energies of species $i$, respectively; $E_{refl,i}^k$ is the $k$th entry in the list of species $i$ outgoing reflected velocities at the $l$th discrete incident energy $E_{in}^l$ which is closest to $E_{in,i}$.

### C. Molecular physics

In this section we describe the model used by DEGAS to determine the products of molecular dissociation and their velocities.

Even in the high temperature edge region of TFTR, most of the recycling is in the form of molecules.\(^{38}\) Namely, incident hydrogen atoms and ions which do not result in reflection or sputtering are adsorbed:

$$R_i + \sum_j Y_{i,j} + f_a A_i + (1-f_a) A_i = 1,$$  \hspace{1cm} (8)

where $A_i$ is the fraction of incident isotope $i$ which is adsorbed. Of these, $f_a$ are permanently adsorbed; $1-f_a$ are desorbed. For most of this work, the inventory of hydrogen species in the limiter is taken to be constant so that $f_a=0$. Desorbed hydrogen isotopes are assumed to be released as room temperature molecules. The sum of the reflection coefficient and sputtering yields for incident hydrogen ions in the energy range of interest is ~0.4. This implies that under steady-state conditions the remaining 0.6 re-enter the plasma as molecules.

The isotopic mix of incident hydrogen ions is adjusted to match that experimentally observed in the Balmer-α spectral profile. In those cases where the incident hydrogen (ion or atom) leads to a desorbed molecule, the isotope of one atom in that molecule is the same as the incident one. The isotope of the second atom is sampled from the species distribution of the incident flux; this is consistent with a constant isotopic inventory assumption.

Molecular hydrogen entering the plasma is dissociated by electron collisions. The energy of the hydrogen product atoms depends on the particular dissociation pathway and the energy transferred from the electron. An extensive tabulation of reaction rates and product energies is given in Ref. 39. The eight most significant molecular reaction (Table I) are explicitly included in DEGAS using the reaction rates from Ref. 39 (the reaction rate for pathway G has been scaled from the data in Ref. 39 following the prescription of Ref. 14). The product energies are also taken from Ref. 39 with two exceptions.

<table>
<thead>
<tr>
<th>Label</th>
<th>Reaction</th>
<th>Ref. 39 Designation</th>
<th>$E_{diss}$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$e + H_2 \rightarrow e + H(1s) + H(1s)$</td>
<td>(2.2.5)</td>
<td>3.0</td>
</tr>
<tr>
<td>B</td>
<td>$e + H_2 \rightarrow e + H(1s) + H^4*(n=3)$</td>
<td>(2.2.8)</td>
<td>6.7</td>
</tr>
<tr>
<td>C</td>
<td>$e + H_2 \rightarrow 2e + H^2_2$</td>
<td>(2.2.9)</td>
<td>...</td>
</tr>
<tr>
<td>D</td>
<td>$e + H_2 \rightarrow 2e + H^4(1s) + H^+$</td>
<td>(2.2.10)</td>
<td>7.8</td>
</tr>
<tr>
<td>E</td>
<td>$e + H^4_2 \rightarrow 2e + 2H^-$</td>
<td>(2.2.11)</td>
<td>0.4</td>
</tr>
<tr>
<td>F</td>
<td>$e + H^4_2 \rightarrow e + H(1s) + H^*$</td>
<td>(2.2.12)</td>
<td>4.3</td>
</tr>
<tr>
<td>G</td>
<td>$e + H^4_2 \rightarrow e + H + H^* (n=3)$</td>
<td>(2.2.13)</td>
<td>1.5</td>
</tr>
<tr>
<td>H</td>
<td>$e + H^4_2 \rightarrow H(1s) + H^*(n=3)$</td>
<td>(2.2.14)</td>
<td>5.1</td>
</tr>
</tbody>
</table>

For reaction B experimental measurements of the product energies have been reported.\(^{29}\) The product energies have been found to depend on the incident electron energy and form a bimodal distribution with peaks around 0.25 and 6.7 eV. For $T_e<13$ eV, DEGAS assigns the dissociation products an energy of 0.25 eV; for $T_e>90$ eV, the products are equally divided between 0.25 eV and 6.7 eV. For $13<T_e<90$ eV, the fraction in each channel varies smoothly between these two limits.

In reaction H, Ref. 39 assumes that all of the incident electron’s energy is absorbed by the intermediate excited H$_2$ molecule. This leads to surprisingly high product energies at the edge temperatures found in TFTR ($T_e \gg 100$ eV). There are no experimental data or theoretical calculations indicating product energies of this magnitude. Instead, we follow an analysis\(^{30}\) similar to that done for reaction F in Ref. 39 and set the product energy for reaction H to 5.1 eV. This point will be discussed further in Sec. V.
While the photons resulting from reactions B and G are tabulated during the DEGAS simulations, the number of product atoms from these pathways is negligible compared to those from reactions A and F. To reduce the complexity of the calculation, the products of reactions B and G are not tracked.

Since the present version of DEGAS does not handle ion transport, the $H_2^+$ ions are dissociated in the code as soon as they are formed. This is a good approximation in the TFTR edge due to the short mean free path for $H_2^+$ dissociation.

**D. Spectrum computation**

The Balmer-$\alpha$ spectrum recorded by the Fabry–Perot interferometer is simulated in DEGAS by logging the wavelengths of $H_\alpha$ photons emitted within the observational volume of the detector. The input data describing the observational volume are its direction and angular width. To reduce the simulation time required to obtain a given statistical accuracy, the width of the observational volume used in the DEGAS is larger than the actual width (Fig. 3). Since the DEGAS simulations are toroidally symmetric, the toroidal extent of the detector is ignored.

The $H_\alpha$ emission wavelength is Doppler-shifted according to the velocity of the H atom along the line-of-sight to the detector:

$$\lambda = \lambda_{0,i} \left( 1 + \frac{\vec{v} \cdot \vec{x}_{FP}}{c} \right),$$

where $\lambda_{0,i}$ is the wavelength of the line center for isotope $i$, $\vec{v}$ is the neutral velocity, and $\vec{x}_{FP}$ is its position vector relative to the detector. Bins are set up in wavelength space; scores at each wavelength are made according to the local photon emission rate and the neutral’s Monte Carlo statistical weight. Emissions are further classified according to the physical process which gave rise to the emitting atom, allowing us to identify the relative contribution of each process to the total spectrum.

The local rate of $H_\alpha$ emission by the ground state atoms tracked by DEGAS is

$$R_{H_\alpha}^i = \left[ \frac{N_{1H}^0(n = 3)}{N_{1H}^0(n = 1)} \right] A_{12}.$$  

The ratio of $n = 3$ to ground state densities is the result of a collisional radiative calculation for hydrogen and is a function of the electron density and temperature.

The photons emitted directly by molecular dissociation products (reaction pathways B, G, and H) are logged in an analogous way, except that the local photon emission rate is governed by the reaction rate of these pathways rather than Eq. (10).

**IV. RESULTS**

We will examine in detail the spectra from four time-slices of three TFTR discharges (Table II). Cases (2) and (3) are high performance “supershot” discharges with low deuterium edge density (Fig. 5); these two differ principally in that case (2) has a larger major radius. Case (1) is a timeslice from the same discharge as case (2), but prior to neutral beam injection. The third discharge, case (4), is in the L-mode regime, characterized by high deuterium edge density. Case (4) has deuterium only neutral beam heating; cases (2) and (3) have both deuterium and tritium neutral beams.

While a well-resolved tritium peak is clearly evident in discharges with strong tritium gas puffing [as in Fig. 1(b)], this has not been the case in shots with tritium neutral beam injection. Our experience with tritium neutral beam injection is that the fraction of $T_\alpha$ is generally low. The maximum fraction of $T_\alpha/(H_\alpha + D_\alpha + T_\alpha)$ observed to date is 11%, after 8 discharges heated by tritium only neutral beam injection.

The fraction of $T_\alpha$ in the spectrum is estimated from the difference in the normalized line profiles in the region of the $T_\alpha$ wavelength between the shot of interest and a similar
discharge performed prior to tritium injection.\(^5\) The absence of tritium in the comparison discharge is independently confirmed by a low DT neutron signal. For the TFTR discharges simulated in this paper, more than 75% of the hydrogen isotope recycling is deuterium. Hydrogen (i.e., protium), an intrinsic impurity in the limiter tiles, accounts for \(\approx 20\%\) and tritium \(< 4\%\). The limiter fluxes used in DEGAS are initially taken to have these same proportions; the H fraction is refined if necessary to improve the match to the measured spectrum.

A comparison of the measured and simulated spectra for case (2) (Fig. 6) shows good agreement. The width of the main \(D_\alpha\) peak is reproduced well by the simulation, as is the tail at the highest energies shown. The former indicates that, first, there is a substantial source of desorbed hydrogen molecules (as opposed to desorbed hydrogen atoms) and, second, that the energies of the dissociation products used by DEGAS are essentially correct. Sputtering also provides a significant contribution to the width of the main peak. Agreement at the highest energies demonstrates that charge exchange and reflection are being adequately simulated.

A discrepancy between the measured and simulated spectra is apparent on both sides of the \(D_\alpha\) line center. The inadequacies in the DEGAS deuterium physics leading to the discrepancy on the short wavelength side of the \(D_\alpha\) peak are likely manifested again for H on the short wavelength side of the \(H_\alpha\) line center. The low simulated signal between the \(H_\alpha\) and \(D_\alpha\) also results from the absence of sputtered H in the model (in the VFTRIM3D sputtering calculations, the surface is assumed to be saturated with deuterium only).

However, in Fig. 7 we demonstrate using case (3) that the deficiencies in the \(D_\alpha\) spectrum on the long wavelength side are not due to H alone. The \(H_\alpha\) contribution has been removed from the interferometer data by rescaling the deuterium peak for a similar discharge to account for the H/ D mass ratio [spectral width \(\sim (\text{mass})^{1/2}\)] and the hydrogen concentration, and then subtracting from the case (3) spectrum. In the simulations, this effect is accomplished simply by disabling emission from H atoms. The difference of the resulting simulated and measured spectra is shown on the lower scale of Fig. 7.

Most of this difference is symmetric about the line center with energies in the 10–100 eV range. This symmetry suggests that the missing atoms are the product of molecular dissociation. Unfortunately, there appear to be few experimental studies of the energies of dissociation products at the electron energies of interest (\(\sim 100–1000\) eV); we will return to this point in Sec. V.

The energy range of the discrepancy argues against other processes being responsible. First, charge exchange can be ruled out given that the local plasma temperatures are expected to be at least several hundred eV. And, as is indicated in Fig. 4, the sputtered energy distribution peaks at 7 eV, too small to explain this discrepancy. Even if the sputtered energy distribution were considerably wider than that computed by VFTRIM3D, there would still be a deficiency on the long wavelength side of the \(D_\alpha\) peak.

The measured spectra from cases (1) and (4) are very similar to those of (2) and (3) [Fig. 8(a)]. Apart from the

![FIG. 6. Comparison of simulated and measured spectra for case (2). Note that the simulated spectrum has been convoluted with the experimental instrument function for this comparison.](image)

![FIG. 7. Measured and simulated spectra for case (3) with hydrogenic contributions removed; the difference of the two spectra is shown on the lower scale. The energy scale in the figure is computed for deuterium relative to line center.](image)

![FIG. 8. Measured (a) and simulated (b) spectra from the four cases described in the text.](image)
variation in H concentration, the only discernible difference is that the wings of the L-mode spectrum [case (4)] are broader. An overlay of the corresponding simulated spectra yields the same behavior [Fig. 8(b)].

The broader wings of the L-mode case [Fig. 9(a)] appear to be due to larger contributions from charge exchange and reflection than in the supershot discharge, case (3) [Fig. 9(b)]. The former is partially the result of the higher \( n_D/n_e \) near the limiter in L-mode (see Fig. 5) relative to supershots. The latter is associated with the higher reflection coefficients (Fig. 4) in effect at the low L-mode edge temperatures. The lower temperatures also lead to energies for reflected and charge exchange atoms which are more compatible with the wavelength scale in Fig. 9 (energies < 150 eV); the corresponding atoms in supershots will have energies in the keV range and are off-scale in Fig. 9.

We now examine the sensitivity of the spectrum to other factors.

A. Sputtering

Sputtered atoms make a significant contribution to the H\(_a\) spectrum in TFTR (Fig. 9). The importance of sputtering in achieving a good match against the measured spectrum is made clearer in Fig. 10 where we show the spectral profile obtained with the previous version of DEGAS which did not include sputtering. In this case, the fraction of atoms that would have been sputtered instead enter the plasma as molecules, yielding lower energy contributions to the spectrum (Fig. 9). Hence, without sputtering the spectrum is even narrower in precisely the energy range where the simulation is already producing too few atoms.

Chemical sputtering, another potential source of neutral hydrogen, is not believed to be important in these TFTR discharges. The principle reason is that none of the molecular bands associated with methane have been observed with a multichannel visible spectrometer. Second, chemical sputtering is expected to be important only at wall temperatures \( > 38,44 \) typical of the TFTR limiter.

B. Lithium coatings

The injection of lithium pellets\(^{45,46}\) into TFTR discharges can dramatically reduce the edge carbon and hydrogen densities, leading to enhanced supershot performance. Recent investigations point to hydrogen pumping by the lithium as a contributor to lower edge density.\(^{47,48}\)

However, the measured H\(_a\) spectra in TFTR discharges with and without lithium injection do not differ significantly. In this subsection, we use this insensitivity to place bounds on the lithium content of the limiter surface.

We examine the energy distribution of sputtered deuterium predicted by VFTIRM3D for deuterium-saturated, lithium-impregnated, graphite surfaces. As in Sec. III B, atoms of deuterium and carbon are assumed to impinge upon a deuterium-saturated graphite surface at 500 eV and 45 degrees. Six runs are made in which the lithium concentration in the top 50 Å is taken to be 0, 5, 10, 25, 50, and 100%.

FIG. 9. The simulated spectra for cases (4) [in part (a)] and (3) [part (b)] are broken down into the contributions made by each physical process. The relative areas of these contributions are reported in the legend. These spectra have not been convoluted with the experimental instrument function unlike the other simulated spectra presented in this paper. The lack of a sputtered component in the H spectral profile is a computational limitation.

FIG. 10. Comparison with experiment of case (2) and a simulation made with the prior version of DEGAS which did not have deuterium sputtering.
Since sputtered atoms arise from within the top few angstroms of the surface, these results should not be sensitive to the depth of the lithium-containing region.

Of crucial importance to the energy distribution predicted by VFTTRIM3D, and consequently to the simulated H$_a$ spectrum, is the binding energy used for the surface. At 1.7 eV, the surface binding energy of lithium is much smaller than the 7.4 eV used for graphite.$^{37}$ Following Ref. 45, we take the binding energy of the composite surface to be a weighted average of these two values. Thus, as the fraction of lithium is increased the peak of the sputtered deuterium energy spectrum falls to lower energies, reaching 2 eV at the 100% lithium limit.

The observed insensitivity of the experimental spectrum to the addition of lithium indicates that the neutral energy distribution changes in the process by less than a few eV, the energy uncertainty of the measurements. If the sputtered contribution to the experimental spectrum is indeed significant, as is suggested by Fig. 9, we estimate that a drop in the peak of the sputtered energy distribution from 7 eV to less than 5 eV would be noticeable. This would place an upper bound on the lithium concentration at 50% according to the VFTTRIM3D simulations.

C. Net adsorption

A better match on the short wavelength side of the D$_a$ line could be obtained by enhancing the relative contribution of sputtered deuterium. This could be achieved by reducing the contributions made by molecular dissociation products. As was described in Sec. III C, the dissociation contribution is determined by the constraint of no net adsorption. If there were net adsorption, there would be fewer hydrogen molecules entering the plasma per incident ion.

Analysis of the experimental data, however, argues that the limiter acts as particle source rather than a sink. In TFTR supershots, there is no gas feed during the discharge, while in the L-mode case (4), there is a helium puff at 3.6 s.

As is shown in Fig. 11, adsorbing 80% of all hydrogen atoms and molecules striking the limiter in case (2) leads to a somewhat better match to the short wavelength side of the D$_a$ line center, but not to the long wavelength side. Note that the absence of sputtering of H in the model is responsible for the large discrepancy near the H$_a$ line center. Although the addition of sputtering of H would improve the agreement on the long wavelength side of D$_a$, it would seem unlikely to eliminate it. We conclude that net adsorption cannot resolve the discrepancy between simulation and experiment.

D. Variations in edge and scrape-off layer parameters

Variations in the plasma scrape-off layer scale length $\lambda$ which preserve the simulation’s agreement with the poloidal H$_a$ profile do not give rise to noticeable changes in the predicted H$_a$ spectrum. Near midplane, the distance between the LCFS and the limiter is very short. The lack of sensitivity of the spectrum is thus expected because of the relatively small volume of the scrape-off layer being viewed by the interferometer. Even variations in the scrape-off length of a factor of two, sufficient to cause a clear discrepancy with the experimental poloidal H$_a$ profile, do not result in significant modifications to the simulated spectrum.

On the other hand, we do expect sensitivity to the plasma parameters inside the LCFS. Note that the experimental error bars on the ion temperature, for example, are $\pm 5\%$ in the plasma edge region. However, as a hypothetical illustration, we repeat case (2) with electron and ion temperatures at the LCFS reduced to 100 eV (originally, $\approx 900$ and 1500 eV, respectively). The temperatures are assumed to rise linearly up to the TRANSP-prescribed value at $r/a = 0.8$. The scrape-off layer scale length $\lambda$ used in case (2) is retained.

The resulting simulation yields a much improved match with the experimental measurements on the short wavelength side of the D$_a$ line [Fig. 11(b)]. The reduced edge temperatures result in lower incident ion energies at the surface. As expected from Fig. 4, the fraction of reflected atoms increases while the number sputtered drops. Furthermore, the energies of the reflected atoms are reduced. They now make a substantial contribution in the energy range of the deficiency; previously they were thinly spread (Fig. 9) over a larger range. However, the deficiency on the long wavelength side of the D$_a$ peak persists, suggesting that some other mechanism is responsible for the discrepancy. Also, as previously noted, such low LCFS temperatures are inconsistent with the experimental measurements.

Other physical effects which have been examined and found to have negligible impacts on the simulated spectrum are: Stark broadening, thermalization of H$_2^+$ on the background plasma, ion impact ionization and excitation of H, and reactions (3.2.6), (4.2.1), (4.3.1), (4.3.2), (4.3.3) of Ref. 39.

V. H$_2^+$ DISSOCIATION REVISITED

Given that the evidence points toward an explanation of the spectrum deficiency in terms of molecular dissociation products, we re-examine the present model for dissociation and consider possible alternatives. For electron temperatures in excess of 10 eV (certainly the case here), the $e$+H$_2$ reaction in Table I with the largest reaction rate (by a factor of $\sim 8$ for $T_e > 50$) is reaction C, ionization.$^{29}$ Since the electron cannot impart significant energy to the resulting ion in this reaction, we must turn our attention instead to the reactions involving H$_2^+$ in Table I, reactions F–H.
Higher energy \( H_2^+ \) dissociation products are plausible. Electron impact ionization of \( H_2 \) molecules populates vibrational levels in the ground state \( X^2S_\perp \rightarrow 1s\sigma_g \) \( H_2^+ \). These \( H_2^+ \) molecules can be excited by electron impact in Frank–Condor transitions to high-lying repulsive molecular states (at the same internuclear separation) which then dissociate. \( H_2^+ \) formed from a \( H_2 \) molecule in the ground vibrational state is expected to have a distribution of vibrational states peaked around \( v = 3 \). However, the vibrational distribution of \( H_2 \) molecules in TFTR is not known. Vibrationally excited \( H_2^+ \) would, when ionized, lead to an average \( v > 3 \) for \( H_2^+ \). At their inner turning points, these states provide access to high energy intermediate excited states which in principle could result in the absorption of > 20 eV of electron energy and, consequently, in higher energy dissociation products than are indicated in Table I.

With TFTR edge electron temperatures in the 100–1000 eV range, full absorption of the electron energy, such as was indicated in Ref. 39 for reaction H, would lead to dissociation products having energies larger than are needed to explain the spectrum deficiency. While there are published data on the cross sections of reactions \( \text{F} \rightarrow \text{H} \) at these temperatures,\textsuperscript{9,49,50} there are no data on the product energies. We believe that the actual product energies for these reactions lie between those in Table I and those obtained with full absorption of the electron energy. The present deficiency in the modeling of the 10–100 eV range underscores the need for excitation rate calculations in which the product energy is explicitly listed.

Changes in the reaction rates of these processes with vibrational distribution\textsuperscript{11} should be accounted for in any revised model. If the result is a substantial reduction in the rate of the dominant reaction, reaction F, other processes such as proton impact dissociation may need to be added. However, the product energies of these pathways must also properly account for the vibrational state of the molecule.

VI. CONCLUSIONS

We have benchmarked the DEGAS neutral transport code against neutral deuterium velocities experimentally observed in TFTR. In the process, improvements have been made to the molecular hydrogen dissociation energies in the code and an explicit treatment of sputtered deuterium species has been added. Reasonable agreement between the measured and simulated spectra has been obtained under a variety of circumstances, validating the treatment of charge exchange, molecular dissociation, surface reflection, and sputtering in the code. However, a residual deficiency of neutrals in the 10–100 eV range has been noted. The fact that the missing portion of the spectrum is symmetric with respect to the \( D_n \) line center suggests that the explanation lies with molecular dissociation reactions. These results indicate the need for further investigation of the product energies of such reactions for \( T_e \sim 100–1000 \) eV.

Recently, discharges with a high tritium density in the edge plasma have been generated in TFTR. These experiments have afforded a unique opportunity to measure the neutral tritium velocity distribution and to assess the validity of the standard extrapolation from measured deuterium velocities. Although there are several factors that could potentially lead to systematic differences in the deuterium and tritium velocities, the experimental measurements confirmed that the difference could be accounted for by the mass factor of \( 1/2 \) (Fig. 2).
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